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Network Reliability and Interoperability Council V

Focus Group 2 Subcommittee 2.B1

Data Reporting and Analysis

Final Report

1.0 Executive Summary

The objectives of the Network Reliability and Interoperability Council V (NRIC V) Data Reporting and Analysis Subcommittee were to 1) implement and evaluate a voluntary one-year outage reporting trial recommended by NRIC IV, 2) recommend improvements in mandatory outage reporting, and 3) evaluate and report on the reliability and availability of the Public Switched Telephone Network.

1)  Implementation of the voluntary reporting trial for service providers not currently required to report outages involved addressing a number of issues including confidentiality of reported data and clarifying how the data would be processed by National Communications System/National Coordinating Center (NCS/NCC)  and used for analysis.  Based on the results obtained during the voluntary trial, the Subcommittee agreed on the following conclusions regarding the efficacy of the outage reporting process:

· For the outages that were reported, the process provided acceptable data for analysis.

· Service providers, including those that did not participate in the trial, did not identify areas for improvement in the process.

· The process was not a barrier to participation in the voluntary trial.

In developing its recommendations on Voluntary Trial Reporting, the Subcommittee noted the following points:

· Limited data received during the trial did not allow development of conclusions on reliability.

· The voluntary trial started late while the team completed the Memorandum of Understanding on Confidentiality (MOU), and resolved the process definition.

· The interpretation of threshold criteria differed for each industry segment.

· There were perceptions that the causes of outages are responsibilities of other underlying transport providers.

· Some providers did not want to participate to mitigate regulation.

· Some providers participated to mitigate regulation.

· Some providers participated because of the benefits of information sharing (best practices, etc.).

· Some providers do not believe there is a need for outage reporting.

· Following the September 11, 2001 attacks, some carriers believe that information concerning network vulnerabilities must be carefully protected.

· The term “telecommunications” is not perceived as inclusive of all industry segments.

· Some providers participated because of public accountability and social responsibility.
·  The NCS/NCC has met the MOU expectation thus far, and has maintained the reported information in a secure manner.
The subcommittee developed the following consensus recommendations on voluntary trial reporting for those service providers not currently required to report outages:

I) Based on the limited participation in the trial, Subcommittee 2.B1 recommends that the voluntary trial be terminated.

II) With the heightened sensitivity to sharing information on network outages in public, Subcommittee 2.B1 recommends that the FCC not initiate rulemaking on outage reporting for those service providers not currently required to report outages in accordance with Part 63 of the Commission’s Rules.

III) Based on the conclusion that other forums, such as Information Sharing and Analysis Centers (ISACs) and industry associations, are best suited to address information sharing and root cause analysis, Subcommittee 2.B1 recommends that industry fully support participation in such forums.
2)  The subcommittee developed the following consensus recommendations on mandatory reporting for those service providers currently required to report outages:
I) Based on the need for consistent data for analysis by the Network Reliability Steering Committee (NRSC), Subcommittee 2.B1 recommends that the industry expand use of the outage report template adopted by the NRIC IV focus group on Ongoing Reliability.  (The template can be found at http://www.atis.org/pub/nrsc/fg3sc2ape.pdf )

II) Based on its effort to improve the quality of outage reporting, the Subcommittee recommends the NRSC implement the following changes in the outage report template:

· Incorporate changes adopted by NRSC Future Directions Team,

· Clarify instructions for “Outage Duration” (Box #8) with example for reporting partial restoration, and

· Clarify instructions for “Direct Cause” (Box #10) and for “Root Cause” (Box #11) to encourage the use of both categories being reported by the service provider.

III) Based on the need for consistent data for analysis by the NRSC, Subcommittee 2.B1 recommends that the FCC complete mechanization of the reporting process and make this capability available to the industry.

3)  The Subcommittee has provided status reports to the NRIC at its meetings based on the data and analysis of the Network Reliability Steering Committee (NRSC).  As the only standing committee of the NRIC since its inception, the ATIS sponsored NRSC is responsible to report to the FCC and the industry on the status of reliability of wireline public switched telecommunications.  These reports are based on the analysis of reported events submitted to the FCC in accordance with the FCC Rules in Section 63.100.  

The following points are based on the NRSC 3rd Quarter 2001 Macro Analysis Report  (Note: “Green” is below the upper 95% tolerance limits, “Yellow” is between the upper 95% and 99% tolerance limits, and “Red” is above the upper 99% tolerance limit.):
Analysis of the outages for 3Q01 indicates:

· Outage frequency overall was in the “Green” region.  Within failure categories, all outage frequencies were within the “Green” region except for CO Power, which was in the “Yellow” region. 

· While the aggregated outage index overall was in the “Green” region, it is the fourth highest ever (555).  However, if the impact of the World Trade Center attack is discounted, the index drops to 427, near normal for a third quarter. 

· The frequency of Facility outages (28) was the highest to date.

· Local Switch outages (11) over the last four quarters were the lowest of any four consecutive quarters. 

· The frequency of CO Power outages (28) over the last four quarters were the greatest of any four consecutive quarters.

Based upon analysis of all outages reported from 1Q93 through 3Q01, the NRSC notes that:

· There is an increasing trend in the number of Tandem Switch, CO Power, CCS, and DCS outages.

· There is an increasing trend in the frequency and aggregated outage index of Procedural Errors as the root cause of outages.  

· There is a decreasing trend in the number of Local Switch outages

Detailed information on the abstracted information included in this Executive Summary is provided in the relevant report sections and appendices.

2.0 Background

This section describes the position of Subcommittee 2.B1 within Focus Group 2 and the of the overall structure of NRIC V; the objectives Subcommittee, based on the NRIC V charter (see Appendix B) and its plan of work; and the many individuals who participated in and contributed to this effort.

2.1 Structure of NRIC V 

[image: image1.wmf]Focus Group 1

Y2K

Chair: John Pasqua, ATT

Focus Group 3

Wireline Network

Spectral Integrity

Chair: Ed Eckert, Nortel

Focus Group 2.A1 on Best Practices

Chair: Rick Harrison, Telcordia

Focus Group 2.B1 on Data Reporting and Analysis

Chair: P.J. Aduskevicz, AT&T

Focus Group 2.A2 on Best Practices

Packet Switching

Chair: Karl Rauscher, Lucent

Focus Group 2.B2 on Data Reporting and

Analysis for Packet Switching

Chair: Paul Hartman

Focus Group 2

Network Reliability

Chair: Brian Moir, ETUG

Focus Group 4

Interoperability

Chair: Ross Callon, Juniper

Network Reliability and Interoperability Council (NRIC) V

Chairman James Q. Crowe, Level (3) Communications


2.2 Scope Statement

NRIC V Focus Group 2 Subcommittee 2.B1 will:

Implement a voluntary one-year trial with participation by Internet Service Providers, CMRS, satellite, cable, and data networking service providers to alert National Communications System/National Coordinating Center for Telecommunications (NCS/NCC) of outages that are likely to have significant public impact.

· Criteria for determining types of outages to be reported will be developed by each industry segment building on the recommendations from NRIC IV.

· The process for reporting data during the voluntary trial will be documented and implemented.

· Analysis of the data from the trial will be conducted by a neutral third party.

· Industry associations will be requested to encourage participation by their constituents.

· At the completion of the trial period, an evaluation of its effectiveness will be conducted and a recommendation made.

Evaluate outage-reporting requirements and guidelines currently used by wireline service providers to improve the quality of outage reporting.

Evaluate and report on the reliability and availability of the PSTN utilizing NRSC quarterly reports.

(Note:  The need for “Neutral Third Party” analysis was not realized due to implementation of the scrub process in the NCC/NCS and the low volume of reports.)

2.3 Work Plan

	Date


	Work Activity

	March 2000
	3/20 NRIC V Kick Off Meeting

	April 2000
	4/27 NRIC V Steering Committee Kick Off Meeting

	April 2000
	4/28 Subcommittee 2.B1 Kick Off Meeting

· Review NRIC V Charter & Steering Committee Initiatives

· Discuss Team logistics

· Canvas for additional team members

	May 2000
	5/12 Subcommittee 2.B1 Meeting

· Discuss NRIC V Charter

· Outage Reporting System Demonstration

· Develop Work Plan

· Develop Charter 

· Finalize Team Logistics

	June 2000


	6/1 NRSC Quarterly Results Approved and Published

6/1 Steering Committee Meeting

6/9 Subcommittee 2.B1 Meeting

· Review Quarterly Outage Results

· Finalize Work Plan & Charter

· Define Voluntary Outage Reporting Process Details

	July 2000


	7/14 Subcommittee 2.B1 Meeting

· Define Voluntary Outage Reporting Process Details

· Establish Working Sub-teams as appropriate (Current Reporting Process, Guidelines, Data Analysis etc.)

7/xx Steering Committee Meeting

	August 2000


	8/1 Voluntary Outage Reporting Kick Off

8/23 NRIC V Meeting

8/30 Subcommittee 2.B1 Meeting

· Review Quarterly NRSC Results

· Monitor Voluntary Outage Reporting Process

8/31 NRSC Quarterly Results Approved and Published

8/xx Steering Committee Meeting

	September 2000


	9/26 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

· Establish effectiveness criteria for evaluating effectiveness of voluntary trial

9/xx Steering Committee Meeting

	October 2000


	10/12 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

10/xx Steering Committee Meeting

	November 2000
	11/30 NRSC Quarterly Results Approved and Published

· Monitor Voluntary Outage Reporting Process

11/xx Steering Committee Meeting

	December 2000


	12/1 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

12/xx Steering Committee Meeting

	January 2001


	1/11 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

1/30 Steering Committee Meeting

	February 2001


	2/5 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

2/16 Steering Committee Meeting

2/26 Steering Committee Meeting

	March 2001


	3/8 NRSC Quarterly Results Approved and Published

3/9 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

· Mid Point Assessment of Trial Effectiveness

· Review Quarterly Results

3/14 Steering Committee Meeting

	April 2001


	4/11 Steering Committee Meeting

4/19 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

· Update NRIC V Web Site with Mid Point Findings

	May 2001


	5/16 Steering Committee Meeting

5/30 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

5/31 NRSC Quarterly Results Approved and Published

	June 2001


	6/19 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

· Review Quarterly Results

6/21 ATIS Technical and Operations Web Conference (INFO-SYNC) Series presentation

6/25 Steering Committee Meeting

	July 2001


	7/11 Steering Committee Meeting

7/31 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

	August 2001


	8/8 Steering Committee Meeting

8/29 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

8/30 NRSC Quarterly Results Approved and Published

	September 2001
	9/12 Steering Committee Meeting

	October 2001


	10/5 Subcommittee 2.B1 Meeting

· Monitor Voluntary Outage Reporting Process

· Review Quarterly Results

· Evaluate effectiveness of 1 year voluntary trial

10/22 Steering Committee Meeting

10/26 Subcommittee 2.B1 Meeting

· Evaluate Effectiveness of Voluntary Outage Reporting Trial

· Review recommendation for other 2.B1 sub-teams

· Develop recommendations

10/29 Steering Committee Meeting

	November 2001


	11/28 Steering Committee Meeting

11/29 Subcommittee 2.B1 Meeting

· Review Quarterly Results

· Evaluate Effectiveness of Voluntary Outage Reporting Trial

· Develop recommendations 

· Draft Final Report

· Update Web Site with Preliminary recommendations

11/29 NRSC Quarterly Results Approved and Published

	December 2001


	12/4 Steering Committee Meeting

12/7 Subcommittee 2.B1 Meeting

· Review Final Recommendations

· Draft Final Report

12/18 Subcommittee 2.B1 Meeting

· Finalize Report

12/20 Steering Committee Meeting

	January 2002


	1/3 Steering Committee Meeting

1/4 NRIC V Final Meeting

· Present Final Recommendations & Report

· Update Web Site with Final Recommendations & Report


2.4 Team Members

	Attendee
	Company

	PJ Aduskevicz *
	AT&T

	Ray Albers
	Verizon

	Ed Ballington
	BellSouth

	Brad Beard
	AT&T

	Ken Biholar
	Alcatel USA

	Michael Caloyannides
	Mitretek

	Rick Canaday
	AT&T

	Wayne Chiles
	Verizon

	Alberto De Gamboa
	PCIA

	Bernie Farrell
	NCS

	Perry Fergus
	Booz Allen Hamilton

	Judy Glatz
	AT&T

	Brian Goemmer
	Western Wireless

	Rich Grant
	PCIA

	Glenn Grotefeld
	Motorola

	Ed Hall
	ATIS

	Rick Harrison
	Telcordia

	John Healy
	Telcordia

	Dean Henderson
	Nortel

	Lynn Johnson
	Boeing

	Rick Kemper
	CTIA

	Bill Klein
	ATIS

	Jim Lankford
	SBC

	Rosemary Leffler
	SBC

	Norb Lucash
	USTA

	Spilios Makris
	Telcordia

	Archie McCain
	BellSouth

	Art Menko
	Telcodata

	Clyde Miller
	Nortel

	Denny Miller
	Nortel

	Brian Moir
	ETUG

	Clayton Mowry
	SIA

	Ahmed Patel
	WorldCom

	Gary Pellegrino
	CommFlow Resources

	Bonnie Petti
	Verizon Wireless

	Staci Pies
	Level 3

	Karl Rauscher
	Lucent

	Art Reilly
	Cisco

	Ira Richer
	The Telesis Group

	Richard Round
	Verizon

	Jim Runyon
	Lucent

	Harold Salters
	PCIA

	Bill Scheffler
	ATT Broadband

	Andy Scott
	NCTA

	Pete Shelus
	Telcordia

	John Todd
	NCS

	Rachel Torrence
	Qwest 

	Angela Wehmeyer
	ATT Broadband


* Chair

In addition to the public sector team members, Kent Nilsson, FCC and Designated Federal Officer for the NRIC, Whitey Thayer, FCC, and Shanti Gupta, FCC were also active participants in the focus group.

3.0 Implementation of Voluntary Trial

This section discusses implementation of the voluntary outage reporting trial, which was included in the NRIC V charter as the result of a recommendation by NRIC IV Focus Group 3 Subcommittee 2 (Data Analysis and Future Considerations Team).  This subcommittee recommended a voluntary trial with participation by service providers of CMRS (Commercial Mobile Radio Services), satellite, cable, data networking and Internet Service Providers (ISPs) to alert NCS/NCC of “widespread outages” that are likely to have significant public impact.

3.1 Confidentiality

An important consideration in implementing the voluntary trial was to ensure the confidentiality of the submitted data.  A specific concern was potential disclosure of voluntary trial outage reports to third parties (e.g., via Freedom of Information Act [FOIA] requests).  Early in the trial implementation process, the NCS NCC, in its role as trial report administrator, advised participants that if the reporting company marks the report "Company Proprietary," there was negligible likelihood of disclosure through a FOIA request.  The NCS NCC has a proven track record of supporting successful industry government information sharing and has never had an incident of unauthorized data disclosure in its history.

To further ensure protection of voluntary trial data, the NRIC worked with the NCS to develop a Memorandum of Understanding (MOU) (see Appendix K).  On February 22, 2001, Federal Communications Commission (FCC) Chairman Michael Powell approved an agreement to share proprietary information concerning telecommunications outages between the NRIC V and the NCS.  The MOU outlines treatment of confidential network outage data by the parties.  The NCS-NRIC MOU protects information shared by Internet Service Providers, CMRS, satellite, cable and data networking service providers from unauthorized disclosure.

Upon approval of the MOU, James Crowe, CEO of Level 3 and Chairperson of NRIC V, distributed a letter to industry participants to re-enforce the importance of the voluntary trial as well as to indicate the steps being taken to assure confidentiality of data submitted for the trial (see Appendix C).  Regarding outage data protection, the letter states:

"Outage data is proprietary information currently exempt under the Freedom of Information Act, 5 U.S.C. Section 552(b)(4), from third-party requests to the NCS for disclosure.  Moreover, NCS is prohibited under the Trade Secrets Act, 18 U.S.C. Section 1905, from disclosing proprietary information.  Nonetheless, to address industry concerns, NRIC has entered into an Agreement with NCS under which NCS agrees that it will evoke the proprietary information exemption under FOIA if presented with third-party requests for disclosure of outage data reported under the voluntary trial.  

In addition, the Agreement prohibits disclosure of voluntarily-reported unscrubbed outage data (containing the provider’s and vendors’ names, and other provider-identifiable information) and obligates NCS to limit access to outage data reported under the voluntary trial to authorized personnel that “need to know” the contents of the outage reports.  Under the voluntary trial procedures, the NCS will provide scrubbed outage data to the FCC and the FBI’s National Infrastructure Protection Center (NIPC).  The Agreement provides that if NCS wishes to provide unscrubbed data to the FCC or NIPC, it must obtain the written consent of the provider that reported the outage."

3.2 Outage Criteria

NRIC IV Focus Group 3 Subcommittee 2 (Data Analysis and Future Considerations Team) provided guidance on the types of events that would be reported as a part of the voluntary outage reporting trial.  These criteria serve as a basis for individual service providers to develop reporting thresholds for their own processes.
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3.3 Data Requirements

Outage report templates were developed based on the data requirements identified for the voluntary trial.  Descriptions of the data fields are provided in Appendix D (initial reports) and Appendix E (final reports).  The Subcommittee agreed to use data scrubbing by the NCS/NCC to remove references to individual service providers and/or equipment providers prior to passing the outage reports to a team within the Subcommittee for analysis.  “Scrub actions” were identified for each of the data elements in the outage report templates.

3.3.1 Voluntary Trial Initial and Final Report Templates 

The following outage report templates were developed for the voluntary trial.

Initial Report Template

	Box a:  Reporting Carrier/Service Provider
	 
	 
	 
	Box b: Contact Person
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box c: Telephone Number of Contact Person
	
	
	
	
	
	
	 Start Date  (mm/dd/yy of Incident)
	
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box e: Start Time of Impact 
	
	
	
	
	Box f: Geographic Area Affected [OPTIONAL FIELD]

	 
	 
	 
	 
	 
	 
	 
	 
	
	
	
	 

	Box g: Est. Number of Customers Affected [OPTIONAL FIELD]
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box j: Apparent or Known Cause  [OPTIONAL FIELD]
	
	
	
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


Final Report Template

	Box a:  Reporting Carrier/Service Provider
	 
	 
	 
	Box b: Contact Person
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box c: Telephone Number of Contact Person
	
	
	Box d: Start Date  (mm/dd/yy of Incident)
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box e: Start Time of Impact (at outage location; 24-hour clock)
	Box f: Geographic Area Affected
	
	 

	 
	
	
	
	
	
	 
	 
	 
	 
	 
	 

	Box g: Estimated Number of Customers Affected
	 
	Box h: Types of Services Affected (if applicable)
	 

	 
	 
	 
	 
	 
	 
	 
	 
	
	
	
	 

	Box i:  Duration of Outage
	 
	 
	 
	 
	 
	
	
	
	 

	 
	Hrs. ____
	Min. ____
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box j: Apparent or Known Cause  
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box k: Name of Equipment Involved  [OPTIONAL FIELD]
	Box l: Type of Equipment Involved  [OPTIONAL FIELD]

	 
	
	
	
	
	
	
	 
	
	
	
	 

	Box m: Specific Part of Network Involved  
	 
	 
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box n: Methods Used to Restore Service [OPTIONAL FIELD] 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box o: Steps Taken to Prevent Recurrence  
	 
	 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box p: Root Cause & Trouble Found  [OPTIONAL FIELD] 
	 
	 
	 
	 
	 

	 
	
	
	
	
	
	
	
	
	
	
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Box q: Applicable Best Practices  [OPTIONAL FIELD] 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


3.3.2 Data Scrub Criteria

The following table depicts the actions taken on each data element in the final outage report template to remove references to individual service providers and/or equipment providers.
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Delete
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Unchanged
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Unchanged

Name of Equipment Involved [OPTIONAL]

Delete

Type of Equipment Involved [OPTIONAL]

Delete

Specific Part of Network Involved
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Methods Used to Restore Service [OPTIONAL]

Unchanged

Steps Taken to Prevent Recurrence

Unchanged

Root Cause and Trouble Found [OPTIONAL]

Unchanged

Applicable Best Practice [OPTIONAL]

Unchanged



3.4 Process Flow

A process flow was developed to provide clarity on the outage reporting process and specific data handoffs.
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3.5 Data Analysis Objectives and Options 

Trial data analysis objectives and options were developed to assure there was an understanding of how the data provided on the outage reports would be used.

Trial data analysis and results should ideally:

· Enable a general characterization of reported outages’ impact on the public

· Address effectiveness of trial

· Identify outage reporting similarities or differences across industry segments 

· Show that industry has the initiative to gather “outage” information without government involvement

· Identify what data should/should not be reported

· Provide an opinion on the “State of Reliability” of the examined networks 

· Address next steps (e.g., continue/stop trial)

· Identify the Root Cause(s) (i.e., chain(s) of events that led to an outage) for Best Practices review

· Allow Best Practices to be identified for entire industry benefit

· Allow unregulated voluntary outage reporting to assist national communications security and awareness

· Enable carrier and vendor service improvement for all consumers

Potential Analysis Options

	Scrubbed Final Report Field
	Sample Analysis Action
	Potential Product or Conclusion



	Outage Tag

	Filter data by industry segment
in conjunction with other fields

	Comparison of outage frequencies by industry segment Identification of any industry segment-specific anomalies



	Start Date

Start Time of Impact

	Aggregate outages by unit time

	Outage frequency graphs by week, quarter, time, etc.

Date- or time-specific conclusions (e.g, weekend vs weekday, holidays, rush hour outages)



	Estimated number of customers affected

	Apply outage index
Identify new outage index

	Outage Index graphs (characterizing outage severity)

Verification of /Additions to T1A1.2 outage index method

New industry segment-specific outage indices

Comparison of outage severity trends; recommendations on

appropriate thresholds for reporting by industry segment



	Types of Services Affected (if applicable)

	Identify new services affected
within industry segments

	Recommendation on outage index weightings for new 
Services



	Duration of Outage (hours and minutes)

	Apply outage index

Identify new outage index

	Outage Index graphs (characterizing outage severity)

Verification of /Additions to T1A1.2 outage index method

New industry segment-specific outage indices

Recommendations on appropriate thresholds for reporting by industry segment



	Apparent or known cause

Root Cause and Trouble Found [OPT]

	Identify existing and new causes

Aggregate outages by cause

	Graphs focusing on key causes by industry segment

Recommendation of new causes to track/monitor/mitigate

(e.g., DNS, cell site, head end, transponder)



	Specific Part of Network Involved

	Aggregate outages by network
part;  Identify “new” parts 

(e.g.,radio access segment) 

	Industry segment-specific graphs showing susceptible 
network parts (e.g., access vs transport) 

Conclusions on 

industry-wide “reliability” of network access, etc.



	Methods Used to Restore Service [OPT]

Steps Taken to Prevent Recurrence

Applicable Best Practice [OPT]

	Identify existing/new methods

	New best practices/Validation of existing practices

Recommendations on restoral and prevention methods by 

industry segment.

Recommendations on “crossover” methods (i.e., practices in one segment that may be of use in others)


3.6 Awareness/Engagement 
A number of efforts were undertaken to make service providers aware of the voluntary trial and encourage their participation.  Information was provided at NRIC meetings and participation was encouraged by the Chairs of the NRIC and the FCC.  Individual Subcommittee members were encouraged to communicate with and engage their management on voluntary trial participation.  Industry associations were viewed as key channels of communication with service providers in the relevant industry segments.  A presentation on the voluntary trial was made available as a part of the ATIS Technical and Operations Web Conference Series (INFO-SYNC).  In addition, individual service providers were contacted directly by the Subcommittee Chair to encourage participation in the trial and identify potential barriers to participation.

3.6.1 Industry Associations 

The following industry associations were active in the Subcommittee, providing information on the voluntary trial to their members and feedback to the team on participation status and issues.

3.6.1.1 National Cable and Telecommunications Association

The National Cable and Telecommunications Association (“NCTA”), formerly the National Cable Television Association, is the principal trade association of the cable television industry in the United States. Founded in 1952, NCTA’s primary mission is to provide its members with a strong national presence by providing a single, unified voice on issues affecting the cable and telecommunications industry. 

NCTA represents cable operators serving more than 90 percent of the nation’s cable television households and more than 150 cable program networks, as well as equipment suppliers and providers of other services to the cable industry. In addition to offering traditional video services, NCTA’s members also provide broadband services such as high-speed Internet access and telecommunications services such as local exchange telephone service to customers across the United States.
In August 2000, NCTA distributed information concerning NRIC’s voluntary one-year outage reporting trial to its cable operator members. Since that time, NCTA followed up periodically with applicable cable operators concerning the trial.  All qualified NCTA members indicated they would participate in the trial.
  

3.6.1.2 Internet Operators IOPS.ORG
IOPS.ORG is a group of Internet Service Providers that promotes, in the public interest, industry cooperation on joint technical problem resolution to enhance the integrity of the global Internet. The current focus of IOPS’s activity is the formation of an ISP Information Sharing and Analysis Center (ISP-ISAC), which will help resolve Internet operational problems and protect the Internet via coordinated sharing and analysis of information among ISPs. The ISP-ISAC will have much broader membership than IOPS and will include ISPs of all sizes.

Information concerning NRIC's voluntary outage reporting trial was provided to IOPS members; several members indicated that they would participate.

3.6.1.3 Personal Communications Industry Association
PCIA, the Personal Communications Industry Association, is a wireless communications association dedicated to advancing seamless global communications through its strategic marketing, public policy expertise, events and educational programs.  PCIA members include a broad base of interdependent mobile convergence players.  PCIA is devoted to the rapid, efficient, and cost effective deployment of consumer-driven mobile products and services around the world.  PCIA’s membership alliances include the Paging and Messaging Alliance, the Personal Communications Service Alliance, the Mobile Wireless Communications Alliance, the Private System Users Alliance, and the Site Owners and Managers Alliance.

Members of PCIA's Paging and Messaging Alliance (PMA) include the providers of national paging and messaging service, both one-way and advanced (two-way) services employing narrowband personal communications service channels (NPCS).  PCIA has provided information concerning NRIC's voluntary outage reporting trial to its PMA Council and the Paging Technical Committee, a PMA-chartered committee that addresses technical and network issues.  At the time of this report, PCIA members have not yet participated in the voluntary trial.

3.6.1.4 Cellular Telecommunications & Internet Association
The Cellular Telecommunications & Internet Association (CTIA) is the international organization that represents all elements of wireless communication - cellular, personal communication services enhanced specialized mobile radio, and mobile satellite services - serving the interests of service providers, manufacturers, and others.

CTIA  represents its members in a constant dialogue with policy makers in the Executive Branch, in the Federal Communications Commission, and in Congress.  CTIA's industry committees provide leadership in the area of taxation, roaming, safety, regulations, fraud and technology.  

CTIA distributes timely, factual and reliable information to members, policymakers, the investment community, customers and the news media on the latest policy and technical developments.  It coordinates the industry's efforts to be responsible and responsive to concerns about wireless health and product usage issues. CTIA has provided information concerning NRIC's voluntary outage reporting trial to its board and technical groups.  CTIA members have provided several of the outage reports used in subcommittee's

voluntary trial. 

3.6.2 ATIS Technical and Operations Web Conference Series (INFO-SYNC) Presentation

The ATIS INFO-SYNC session & material developed in the Subcommittee provided an opportunity for trial participants & potential participants to understand the voluntary trial process.  The NCS/NCC was represented on the presentation panel.  A question and answer session was also available following the presentation.  The information presented in this session is included in Appendix F.

3.6.3 Outreach 
The Subcommittee Chair contacted the leadership of individual service providers that had not volunteered to participate in the trial.  In addition to encouraging participation, these interviews were intended to identify possible process issues that could be addressed by the Subcommittee.  No process issues were identified during this effort.

4.0 Voluntary Trial Observations 

This section describes the results of the voluntary trial and provides conclusions on the efficacy of the process.  It also, discusses external conditions and/or activities that may have influenced the results that were obtained.

4.1 Voluntary Trial Results

Data collection for the voluntary trial was to extend from September 1, 2000 until August 15, 2001.  Following establishment of the MOU to address concerns over confidentiality, the trial was extended until November 15, 2001.  

4.1.1 Participation 

In order to gain an understanding of the relative degree of voluntary trial participation within the industry segments, an effort was made to assess the relative percentage of the market represented.

These are good faith estimates by the industry segments.

	INDUSTRY SEGMENT
	PARTICIPATION



	CMRS

	CMRS participants represents approximately 43% of the market by subscribers


	Paging

	No participants


	Cable Telephony

	All qualified NCTA members participating (representing > 99% of the market by telephony subscribers)


	ISPs

	ISP participants represent less than 20% of the market by traffic volume



	Satellite Telephony

	No participants



	Data Networking

	Data Networking participants represent approximately 40% of the market by traffic volume




4.1.2 Reports 

As of November 15, 2001, five outage reports were received under the NRIC voluntary trial.  Four of the five were submitted using the voluntary outage report template.  The last outage report accepted was in the form of a letter addressed to NRIC from the CTIA and was outside the reporting criteria for the trial.  The letter provided a summary of commercial mobile radio service (CMRS) network performance during the two-week period following the events of September 11, 2001.

4.1.2.1 Background

The 2.B.1 subcommittee formed a Data Analysis Subteam and tasked it with reviewing the outage reports, evaluating the data, and determining whether any conclusions could be made. The four outage reports submitted via the outage reporting template and the industry association letter are evaluated below.

4.1.2.2 Evaluation of the Four Outage Reports (submitted via the outage reporting template)

In preparation for evaluating the scrubbed report data, the subteam identified potential ways to filter and analyze the data, including filtering the data by industry segment, calculating statistics, and applying outage indices.  Because of the small sample size of outage reports, most of these techniques were not applicable.  The following chart summarizes the outage report data, and presents findings. The findings are categorized in the table by outage report template field:

Table:  Outage Report Analysis Findings

	Template Field
	Analysis Findings

	Box a:  Reporting Carrier/Service Provider
	Data was scrubbed, no findings can be made

	Box b:  Contact Person
	Data was scrubbed, no findings can be made

	Box c:  Telephone Number of Contact Person
	Data was scrubbed, no findings can be made

	Box d:  Start Date
	Start dates were a) 2/20, b) 5/25, c) 8/8, and d) 9/25.  

The start dates reflect the fact that the outages were unrelated to each other regarding direct cause.  The dates are also fairly evenly distributed across a period of seven months, but no conclusion can be drawn about this distribution because of the sample size. 

	Box e:  Start Time of Impact
	Start times were a) 13:28 (local), b) 7:57 PDT, c) 15:15 EDT, and d) 13:25 EDT.

The start times occurred on different days separated by at least a few weeks and the outages are not related to one another.  No conclusions can be made regarding start times of outages due to limited sample size.

	Box f:  Geographic Area Affected
	Areas affected were a) 17 switches across the US, b) California, c) Michigan, and d) Massachusetts and Connecticut.

One finding regarding geographic area impacts is that the outages reported included both national (across the US), and regional (one or more states), as well as local impacts (e.g., one city).

	Box g: Estimated Number of Customers Affected
	Data reported were a) 234 customers (but 18,598 Permanent Virtual Circuits [PVC]), b) 22,226 PVCs, c) 2,900 call attempts, and d) 100,000 customers.

One finding from this data is that it is difficult to gather statistics, given that the definition of "customers affected" is interpreted differently by each industry segment, and even within industry segments.  For example, response b) reports that 22,226 PVCs were impacted.  It is not possible to tell whether this translates to 22,226 customers (i.e., end users).  One could make assumptions (e.g., PVCs equals end customers) and calculate the statistics for these four data points (e.g., mean of 31,340 customers, median of 12, 563 customers, and standard deviation of ~40,540), but such calculations are still not statistically significant due to limited sample size. 

Another finding is that some of the outage reports did not reach the FCC 63.100 30,000 customer/30-minute threshold, yet they were still submitted as a part of the voluntary trial.

	Box h: Types of services affected
	Data reported were a) ATM, b) ATM frame relay, DSL, c) ISP hub, d) All wireless services including directory/operator service, long distance, and wireless data.

From this information, the Analysis Subteam inferred that the outages reported varied across industry segments to include datacom, ISP, and wireless environments.  While half (e.g., 2) of the reports dealt with ATM outages, limited sample size prevents any general conclusions from being drawn regarding types of services affected.

	Box i: Duration of Outage
	Data reported were a) 3h58m, b) 1h to 11h18m c) 2h 14m, d) 3h 18m.

Basic statistics are:

Mean: 312 minutes, Median: 218 minutes, standard deviation: 214.5

No quantitative conclusions can be made because of limited sample size.  The Analysis Subteam notes that all of the reports surpassed the 30-minute threshold (i.e., FCC 63.100 threshold).

	Box j:  Apparent or known cause
	Causes reported varied from damaged facilities (cable cut), simultaneous circuit failures, software incompatibilities, and SS7 circuit disconnects.  The small sample limits the conclusions that can be made regarding causes of outages.

	Box k:  Name of Equipment
	Scrubbed or generalized such that no conclusions can be made.

	Box l:  Type of Equipment
	Scrubbed or generalized such that no conclusions can be made.

	Box m:  Specific part of network involved
	Scrubbed or generalized such that no conclusions can be made.

	Box n:  Methods used to restore service
	Methods reported in each case were specific remedies associated with the type of outage experienced.  Subcommittee 2.B.1 passed this information to the Best Practices subcommittee for evaluation.

	Box o:  Steps taken to prevent recurrence
	Preventative measures in each case were specific steps associated with the type of outage experienced.  Subcommittee 2.B.1 passed this information to the Best Practices subcommittee for evaluation.

	Box p:  Root cause and trouble found
	Subcommittee 2.B.1 passed this information to the Best Practices subcommittee for evaluation.

	Box q:  Applicable Best Practices
	Subcommittee 2.B.1 passed this information to the Best Practices subcommittee for evaluation.


Key findings summarized from the table above include:

· Because of the limited number of outage reports, many of the analysis techniques previously developed by the subcommittee are not applicable (e.g., application of outage indices, filtering of data by industry segment).

· Reported outages had impacts of varying magnitude, including national, regional, and local impacts.

· Even with a suitable sample size of outage reports, statistics on "Customers Affected" may be difficult to calculate because the definition of "customer" varies depending on the industry segment or company submitting the report (e.g., PVCs versus call attempts versus end users).

· Some of the reports received under the trial did not reach the 30,000 customers affected threshold of Section 63.100.

· Although outage reports were received from various industry segments (e.g., CMRS, ISP, datacom), no general conclusions can be drawn regarding types of services affected by outages.

· Useful information regarding service restoral methods and applicable best practices were described in the reports and passed to the Best Practices subcommittee.

4.1.2.3 Evaluation of CMRS Outage Reports (submitted by the CTIA)

The CTIA letter on CMRS network performance during and after the events of September 11, 2001 is fundamentally different than the outage reports submitted via outage report template in both format and substance, and as such must be evaluated differently.  First, the CTIA letter not only provides summary materials on specific network and equipment impacts (e.g., sites destroyed, restoral information, capacity data), but also provides an analysis and conclusions on the overall performance of CMRS networks during the event.  Because CTIA is in the best position to summarize the impact on network performance regarding the September 11, 2001 events, the subteam recommended that the letter's basic findings and conclusions be summarized and included in this report.  Key observations and findings as reported in the letter are described below:

· Two key factors affecting wireless service in the affected areas were 1) extraordinary increases in call attempts, and 2) the loss of underlying landline interconnectivity and power infrastructure.

· Regarding NYC carrier infrastructure, only five sites were destroyed outright or rendered inoperable, but 160 cell sites were rendered inoperable with the loss of landline switching office and other power infrastructure.

· Restoral methods implemented included use of temporary sites, re-tuning and re-orienting sites to capture maximum amount of traffic, traffic rerouting, and use of previously unused CMRS spectrum.  

· Less than two weeks after the attack in NYC, pre-9/11 capacity was not only fully replaced, but also was providing 23% more sites in support of residential and small business recovery activities.

· The wireless industry reports that the level of inter-carrier cooperation was extraordinary, including loaning of equipment, power, space, and personnel to assist in restoration activities.

· The Wireless Emergency Response Team efforts resulted in new methodologies and lessons learned; the industry's Emergency Preparedness Procedures will be updated with this new information.

· CTIA notes that the benefits of access diversity in a time of crisis were proven out.  Examples include inter-carrier roaming arrangements that supported a higher level of wireless call processing when primary carriers were blocked.

· Wireless service provided temporary service continuity to stranded wireline carriers, and the data, paging, and ISP carriers provided alternative mean of communication.
· Prioritization of wireline and power infrastructure restoration to support re-establishment of wireless service is acknowledged by the wireless industry.
4.1.3 Conclusions on efficacy of the process 

Based on the results obtained during the voluntary trial, the Subcommittee agreed on the following conclusions regarding the efficacy of the outage reporting process:

· For the outages that were reported, the process provided the acceptable data for analysis.

· Input from service providers, trial participants as well as non-participants, did not identify areas for improvement in the process.

· The process was not a barrier to participation in the voluntary trial.

4.2 Communications Industry Environment 

The industry segments included in the voluntary outage reporting trial are in competitive markets, and customers perceive service quality differences between service providers.  There are market incentives for all service providers to improve reliability and reduce outages.

4.2.1 Convergence of Voice Networks and Data Networks

The industry slowdown in the convergence to packet networks for the carrier grade real-time services (voice, fax) and the existing data grade services has not yet taxed the existing network infrastructure. As a result, impact to regulated services is minimal.  Although there are compelling business propositions showing the cost savings of implementing a converged solution, the current economic environment coupled with solution complexities issues has put less pressure on implementing next generation real-time service over packet solutions.  As these services over the converged network become more prevalent, data outages will have more of an impact on regulated services.  The current 63.100 reporting criteria will be employed, where applicable, to track voice customer and essential service impacts when outages of data and/or converted legacy circuit switching elements, occur.  As next generation solutions encroach on the 63.100 space it is possible that outages will be reported through the existing regulatory channels of the FCC.

4.2.2 Dynamics of Packet Networks
Packet networks are typically designed using techniques that limit the negative effect of equipment failures on end users.  This is especially true at the backbone where large impact could occur, analogous to tandem failures (Class 4) in the circuit switch domain.  As access gateways (voice or data) continue to grow (OC-48 and beyond) the end-user impact will increase making a reportable instance more frequent.  The most common access rates in the industry current stand somewhere at or below OC-12 rates.  To illustrate this point, the failure of an OC-12 is equivalent to approximately 8000 64 kbps voice customers. Due to the fact the involuntary reporting criteria focuses on 30,000 customers impacted, it will be sometime before access gateway outages become reportable events.

4.3 Outage Reporting and Information Sharing (ISAC)
ISACs are industry-led organizations that serve as a mechanism for gathering, analyzing, sanitizing and disseminating private sector information to both industry and Government regarding vulnerabilities, threats, intrusions, and anomalies.  ISACs exhibit timeliness, accessibility, coordination, flexibility, utility, and acceptability.  ISACs currently exist or are planned for the following industry groups: financial services, telecommunications, transportation, information technology, Internet service providers, and electric utilities.

In January 2000, the NCC was designated as an ISAC for the telecommunications

sector.  The Telecom-ISAC supports national critical infrastructure protection (CIP) goals to promote information sharing between the public and private sectors by facilitating voluntary collaboration and information sharing among its participants.  It is envisioned that the Telecom-ISAC will gather information on vulnerabilities, threats, intrusions, and network anomalies and establish baseline statistics and patterns.  Results will be sanitized

and disseminated in accordance with sharing agreements established for that purpose by the Telecom-ISAC participants.  

The purpose of an ISAC is to share, correlate, and analyze information in order to protect critical infrastructure.  ISACs may share and publish best practices for their industries and other ISACs , as appropriate.

.  

There are both existing and planned ISACs (note that telecom ISAC is somewhat different from others because telcos (a) have worked closely with the government for many years, and (b) are required to report outages to the FCC).  In light of recent events, there may be increased motivation and increased government pressure on industries to form new ISACs for critical infrastructures.

Comments/perspective pertaining to the voluntary outage reporting trial:

· The purpose of an ISAC is to improve the reliability and security of that industry's infrastructure; ipso facto they will enhance reliability to a greater extent than reporting of outages will 
· If communications service providers do create new (or join existing) ISACs, these ISACs would have the potential to gather much more information than narrowly defined outage reports 
· ISACs would likely correlate incidents involving their communications services with information from other ISACs and from other sources, e.g. vendor technical support centers. 

· ISACs therefore have the potential to gather much more meaningful information than either a voluntary trial or government-mandated outage reporting 
· ISAC’s may establish liaisons with other industry organizations. 

· Open issues: 
· It is not clear to what extent the ISACs (which would be industry-sponsored organizations) would share information with the government or with the public; "anonymized" information might be shared with the government on a confidential basis, and it is possible that aggregated information would be released to the public 
· Forming an ISAC is a difficult and time-consuming process, and therefore some encouragement from the government may be helpful to ensure that the communications industries participation in such forums are supported. 
5.0 Mandatory Reporting Process 

A series of major service outages occurred in various local exchange and interexchange common carrier wireline telephone networks in the early 1990’s.  These outages were unprecedented in scale and scope, and caused some to question the fundamental reliability of the nation’s public switched telephone network infrastructure.  Subsequently, the FCC initiated rulemaking, resulting in the common carrier outage reporting requirements under the Code of Federal Regulations - Title 47, Part 63, Section 100 (47 CFR 63.100).

5.1 Implementation of Templates
the proposed reporting template has been adopted by three large service providers that submitted 55% of the final outage reports for the second quarter of 2001.  Other service providers that directly participate in the NRSC and the Focus Group submitted an additional 42% of the final outage reports.  All major Local Exchange and Interexchange service providers are encouraged to adopt this recommended format in an effort to improve the consistency of data filed on outages.  Use of this template will also smooth the transition to the proposed methodology being developed by the FCC to mechanize the reporting of outage data.  The template is included in Appendix G.

There were 3 suggested improvements to the Wire line Outage Reporting Template Instructions.  They are listed below: 


1.  Incorporate changes adopted by NRSC Future Directions Team 

· Expand “Services Affected” (Box #7) to include Multiple Sites Affected

· Revise the list of Direct Cause and Root Cause definitions attached to the instructions when revision of these is complete

· Revise “Evaluation of Best Practices” (Box #16) to reflect that the Best Practices recommended by the NRIC IV are the only reference that should be used now.

2.  Clarify instructions for “Outage Duration” (Box #8) with example for reporting partial restoration.

3.  Clarify instructions for “Direct Cause” (Box #10) and for “Root Cause” (Box #11) to encourage the use of both categories being reported by the service provider. 
5.2 Mechanization of Reporting Process 

Common carriers are required to file outage reports by paper or fax to the FCC under CFR 47, Section 63.100.  The FCC, with the help of members of NRIC V, is trying to upgrade this paper filing system to an electronic system.  This sample electronic filing HTML form is prepared for comments. The HTML file is available at

http://www.fcc.gov/fcc-bin/network_outage_form.cgi
The network outage report form allows users to enter outage data via the Internet.  The HTML form receives the data and creates text files for use by FCC staff.  (The format of the data fields is presented Appendix H.)  This data will be retained for use in the upcoming upgrade to the outage reporting system.

Within the next year it is expected that this system will be upgraded to include a database that will provide visitors to the FCC web site the ability to search the outage data.

5.3 NRIC Reports Based on NRSC Data
The Subcommittee has provided status reports to the NRIC at its meetings based on the data and analysis of the Network Reliability Steering Committee (NRSC).  As the only standing committee of the NRIC since its inception, the ATIS sponsored NRSC is responsible to report to the FCC and the industry on the status of reliability of wireline public switched telecommunications.  These reports are based on the analysis of reported events submitted to the FCC in accordance with the FCC Rules in Section 63.100.  The 2000 NRSC Annual Report is provided in Appendix I and the 3rd Quarter Macro Analysis Report is provided in Appendix J.

The NRSC revised its charter in June 2000 to emphasize its role to seek to improve network reliability.  One step toward this goal resulted in updating the “baseline” period used in the quarterly analysis reports.  The new baseline period includes all outages reported since 1993 while the original baseline only included data reported in the first full year in which reporting was required, July 1992- June 1993.  The new baseline also better reflects technological changes that have occurred over the ensuing 8 years. 

The NRSC continues to expand its review of outages beyond the failure categories based on the focus areas that were explored during the original NRC term.  In particular subgroups have focused on the increase in Power and CCS7 related failures (highlighted by the change in the baseline period used for analysis).   This additional review has concluded that the outages are not attributable to new conditions in the network.  Most events are due to a failure, somewhere in the process, to apply existing best practices.  Outages having a widespread effect due to a single point of failure as well as incidents that disrupt access to 911 emergency services have also gotten additional attention during NRSC discussions.

During 2000 the Facilities Solutions Team was absorbed into other existing industry fora that directly focus on protection of underground facilities.  The final products of the team were a best practices document, “Fixing Facility Damages: Sharpening the Focus on Prevention”, and a proposal for effective state one call legislation, “Model State One Call Bill”.  This group led the industry in support of the One Call federal legislation and much of that work has been carried on by the Department of Transportation, resulting in the establishment of the Common Ground Alliance (CGA).  The NRSC is indebted to the many industry members who worked tirelessly in that endeavor and recognizes that this work continues and must always be a high priority for those who own and operate networks including underground facilities.

The Common Ground Alliance is a nonprofit organization dedicated to shared responsibility in damage prevention and promotion of the damage prevention Best Practices identified in the Common Ground Study Report. Building on the spirit of shared responsibility resulting from the Common Ground Study, the purpose of the CGA is to ensure public safety, environmental protection, and the integrity of services by promoting effective damage prevention practices.
6.0 Conclusions and Recommendations 
This section presents the conclusions and recommendations of the Subcommittee related to Voluntary Trial Reporting and Mandatory Reporting

6.1 Voluntary Trial Reporting

In developing its recommendations, the Subcommittee noted the following points:

· Limited data received during the trial did not allow development of conclusions on reliability.

· The voluntary trial started late while the team completed the Memorandum of Understanding on Confidentiality (MOU), and resolved the process definition.

· The interpretation of threshold criteria differed for each industry segment.

· There were perceptions that the causes of outages are responsibilities of other underlying transport providers.

· Some providers did not want to participate to mitigate regulation.

· Some providers participated to mitigate regulation.

· Some providers participated because of the benefits of information sharing (best practices, etc.).

· Some providers do not believe there is a need for outage reporting.

· Following the September 11, 2001 attacks, some carriers believe that information concerning network vulnerabilities must be carefully protected.

· The term “telecommunications” is not perceived as inclusive of all industry segments.

· Some providers participated because of public accountability and social responsibility.
· The NCS/NCC has met the MOU expectation thus far, and has maintained the reported information in a secure manner.
The subcommittee developed the following consensus recommendations on voluntary trial reporting for those service providers not currently required to report outages:

1) Based on the limited participation in the trial, Subcommittee 2.B1 recommends that the voluntary trial be terminated.

2) With the heightened sensitivity to sharing information on network outages in public, Subcommittee 2.B1 recommends that the FCC not initiate rulemaking on outage reporting for those service providers not currently required to report outages in accordance with Part 63 of the Commission’s Rules.

3) Based on the conclusion that other forums, such as Information Sharing and Analysis Centers (ISACs) and industry associations, are best suited to address information sharing and root cause analysis, Subcommittee 2.B1 recommends that industry fully support participation in such forums.

6.2 Mandatory Reporting

The subcommittee developed the following consensus recommendations on mandatory reporting for those service providers currently required to report outages:
4) Based on the need for consistent data for analysis by the Network Reliability Steering Committee (NRSC), Subcommittee 2.B1 recommends that the industry expand use of the outage report template adopted by the NRIC IV focus group on Ongoing Reliability.  (The template can be found at http://www.atis.org/pub/nrsc/fg3sc2ape.pdf )

5) Based on its effort to improve the quality of outage reporting, the Subcommittee recommends the NRSC implement the following changes in the outage report template:

· Incorporate changes adopted by NRSC Future Directions Team,

· Clarify instructions for “Outage Duration” (Box #8) with example for reporting partial restoration, and

· Clarify instructions for “Direct Cause” (Box #10) and for “Root Cause” (Box #11) to encourage the use of both categories being reported by the service provider.

6) Based on the need for consistent data for analysis by the NRSC, Subcommittee 2.B1 recommends that the FCC complete mechanization of the reporting process and make this capability available to the industry.
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� Cable operators providing telephony service also report under Part 63.100 reporting criteria.
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Apparent or known cause

Unchanged

Name of Equipment Involved [OPTIONAL]

Delete

Type of Equipment Involved [OPTIONAL]

Delete

Specific Part of Network Involved

Unchanged

Methods Used to Restore Service [OPTIONAL]

Unchanged

Steps Taken to Prevent Recurrence

Unchanged

Root Cause and Trouble Found [OPTIONAL]

Unchanged

Applicable Best Practice [OPTIONAL]

Unchanged
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				Industry Segment		"Alert Situation" Criteria		Outage Examples

				CMRS Wireless		A system level failure affecting wireless customers service and preventing new calls for 30 minutes or more.		Wireless Mobile Telephone Switching Office (MTSO) failure.

				Paging				Multiple Switch isolated from PSTN

				Cable Telephony		A failure that  would cause a loss of cable telephony service to 30,000 or more customers for 30 minutes or more. (reported through 63.100)		Failure of Head Ends (Class 5 switch, etc) which serves a minimum of 30,000 telephony customers.

				ISPs		A failure that would cause a loss of service to a large number of customers for 30 minutes or more.		A Domain Name Server (DNS) failure.

				Satellite Telephony		A failure that causes loss of service to 30,000 or more customers for 30 or more minutes		LEO - Loss of multi customer shared earth station.

								GEO - Failure of transponders.

				Data Networking  Including Broadband Access		A failure that causes a loss of service to 30,000 or more customers for 30 or more minutes.		Multiple Asychronous Transfer Mode (ATM) Switch failures.
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		Voluntary Trial Outage Report

		Scrubbed Data Criteria

		Final Report field		Scrub Action

		Reporting Carrier/Service Provider		Delete and create outage tag (Industry segment identifier, i.e., CMRS, Satellite,Cable Telephony, Data Services, and ISPs, plus a unique numerical identifier)

		Contact Person		Delete

		Start Date		Unchanged

		Start Time of Impact		Unchanged

		Geographic area affected		Delete

		Estimated number of customers affected		Unchanged

		Types of Services Affected (if applicable)		Unchanged

		Duration of Outage (hours and minutes)		Unchanged

		Apparent or known cause		Unchanged

		Name of Equipment Involved [OPTIONAL]		Delete

		Type of Equipment Involved [OPTIONAL]		Delete

		Specific Part of Network Involved		Unchanged

		Methods Used to Restore Service [OPTIONAL]		Unchanged

		Steps Taken to Prevent Recurrence		Unchanged

		Root Cause and Trouble Found [OPTIONAL]		Unchanged

		Applicable Best Practice [OPTIONAL]		Unchanged
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